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 Las leyes del cerebro 
podrían ser muy simples            

La complejidad del cerebro fas-
cina a todos y en ocasiones se ar-
gumenta que en esa complejidad 
reside nuestra mera incapacidad por 
entender su funcionamiento. Algo 
similar ocurre cuando se presupone 
que la biología no podría ser estu-
diada por la física, puesto que “las 
leyes de la física son simples pero la 
naturaleza es compleja”. Es decir se 
asume que si algo “luce” complejo 
las leyes que lo originan debieran 
ser también complejas. Del mismo 
modo se ha perpetuado la idea de 
que la complejidad de la naturaleza 
es casi inaccesible, argumentándose 
que el carácter cambiante y diver-
so de los objetos naturales impide 
su estudio a través de herramientas 
matemáticas, por el contrario se 

podría pensar que (Glass y Mackey, 
1989): 

“... si la complejidad de los even-
tos que observamos en el cerebro1 
fuese a ocurrir en un objeto inani-
mado, digamos en un fluido turbu-
lento o en una reacción química, ese 
fenómeno sería sometido a un escru-
tinio extremo que incluiría las más 
sofisticadas herramientas y modelos 
matemáticos.”

Adhiriendo con el espíritu de esta 
reflexión, este ensayo pretende ilus-
trar esfuerzos recientes que estudian 
la función cerebral con herramien-
tas que la física estadística utiliza 
desde hace tiempo en el estudio de 
los fenómenos colectivos comple-
jos (Chialvo, 2010). En las próximas 
secciones introduciremos progresi-

vamente el problema de la comple-
jidad y como su origen se relaciona 
con criticalidad. Los ejemplos que 
usaremos a modo de prueba tienen 
la intención de persuadir al lector 
que las mismas leyes simples rigen 
fenómenos complejos muy dispa-
res, lo que se conoce como univer-
salidad. Finalmente en las últimas 
secciones se discutirán los más re-
cientes avances en el uso de estos 
conceptos aplicados al estudio de 
la dinámica espacio-temporal cere-
bral. 

 La receta de la comple-
jidad: un poco de orden y 
otro poco de desorden         

¿De dónde surge la compleji-
dad que nos rodea? Desde hace ya 
tiempo se sospecha que la respues-

Se discuten recientes intentos de comprender la compleja dinámica 
cerebral a gran escala adoptando enfoques y herramientas de la física 
estadística. Se resumen las motivaciones iniciales y los resultados más 
relevantes de este programa. 

We discuss recent attempts to understand complex brain dynamics at 
large scale using approaches from statistical physics.  We summarize 
the initial motivations and the most relevant results of this research 
program.
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Figura 1: Ni el excesivo desorden de un gas ni el orden extremo de 
las moléculas de un sólido son percibidos como complejos, pero si 
aquellos estados de la materia y los fenómenos que están asocia-
dos a niveles intermedios de orden y desorden, tal como lo ilustrara 
Hans Frauenfelder en este diagrama de hace cuatro décadas. En esa 
región intermedia, mezcla de orden y anarquía, es donde habitan 
los fenómenos más complejos, incluyendo la vida, el lenguaje, las 
proteínas, la turbulencia, los estados vidriosos, etc. (Redibujado de 
Frauenfelder (1987)).

ta yace en la frontera entre el orden 
y el caos. Como lo ilustra la Figura 
1, se intuía que un grupo aparente-
mente desconexo de fenómenos, to-
dos ellos con el mote de complejos, 
exhibían un nivel intermedio de or-
den y desorden, incluyendo a la vida 
misma, el cerebro, los lenguajes, las 
proteínas, la turbulencia en fluidos, 
la dinámica lenta de los vidrios, por 
citar sólo algunos. 

Claramente, aquello que se re-
pite (como en el orden extremo) 
no nos parece dificultoso de ex-
plorar, cómo sería el caso de una 
estructura cristalina. Del mismo 
modo no luce complejo aquello que 
erráticamente cambia (en el extremo 
de la anarquía) como es el caso de 
las trayectorias de las moléculas de 
un gas.

En cambio aquello que ocasional 
y súbitamente deja de ser monótono 
(sea en el espacio o en el tiempo) 
nos sorprende y pasa a ser algo in-
trigante y complejo. Esa mezcla 
justa y balanceada de orden y des-
orden, o de sorpresa y aburrimien-
to constituye comúnmente la carta 
de presentación de la complejidad. 
Ejemplos cotidianos abundan, to-
memos el caso de la mùsica don-
de hay un balance entre sorpresa y 
repetición, evitándose la excesiva 
monotonía o la frecuente sorpresa. 
Otro ejemplo, involucrando aspec-
tos espaciales, podrían ser las impre-
siones digitales, todas similares y dis-
tintas al mismo tiempo. Podríamos 
preguntarnos si la complejidad de 
la mezcla que observamos está re-
lacionada con la complejidad del 
mecanismo que la genera. En otras 

palabras: ¿deberíamos suponer que 
para fabricar la “mezcla” justa de 
algo complejo se requeriría de leyes 
nuevas y más complejas que aque-
llas necesarias para generar el orden 
o el desorden? Por el contrario, ve-
remos que complejo no es lo mismo 
que complicado (Cuadro 1) y que 
las mismas leyes simples pueden ex-
plicar lo simple y lo complejo. 

 Fases y universalidad 

Quizás por ser una experiencia 
tan cotidiana, no advertimos que en 
la naturaleza la materia se nos pre-
senta en unas pocas “fases” o esta-
dos, por ejemplo el agua mayormen-
te en tres: líquido, sólido y gas. Es 
importante notar que a pesar de las 
grandes diferencias cualitativas en-
tre las tres, exactamente las mismas 
leyes físicas rigen el comportamien-
to de sus moléculas constituyentes. 
Un cambio relativamente pequeño 
en la temperatura o la presión, ori-
gina muy diferentes conductas co-
lectivas de las mismas moléculas; en 
otras palabras estos cambios colec-
tivos monumentales, que se reflejan 
como diferentes fases, no requieren 
de leyes diferentes o más complejas. 

Usaremos como ejemplo el 
caso del agua. El vapor de agua es 
un gas a nivel macroscópico y si lo 
observásemos con un potente mi-
croscopio podríamos contar billones 
de moléculas de agua moviéndose 
a l o c a d a m e n t e   e n   c u a l q u i e r 
dirección, a más velocidad cuanto 
mayor fuese la temperatura del va-
por. Si enfriásemos lentamente ese 
gas, veríamos que las moléculas se 
van moviendo más despacio, y que 
comienzan a formarse pequeños 
grupos. Esto ocurre porque, al dismi-
nuir la temperatura, las atracciones 
mutuas entre las moléculas comien-
zan a vencer a la tendencia al des-
orden que le imprime la agitación 
térmica y las moléculas tienden a 
juntarse. 
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rro sometido a un campo magnético 
externo, a medida que se aumenta 
la temperatura. Sin entrar en deta-
lles, los átomos tienden a alinear 
sus momentos magnéticos con los 
de sus vecinos inmediatos. A su vez, 
esta tendencia al orden compite 
con la agitación que la temperatura 
produce. Si la temperatura es baja, 
el estado final del sistema será or-
denado con todos orientados en el 
mismo sentido. Primero debemos 
escoger una variable que nos per-
mita seguir la evolución del siste-
ma. Una medida simple del grado 
de orden-desorden del sistema en 
este caso es la magnetización. Ésta 
es máxima cuando prima el orden 
(es decir donde el imán adquiere 
la configuración que nos es fami-
liar: con un polo norte y uno sur) 
y mínima cuando prima el desor-
den, es decir cuando los momentos 
magnéticos vecinos se orientan al 
azar. Lo típico aquí es que a medida 
que aumenta la temperatura el sis-
tema se desordena. La temperatura 
en que la curva se acerca a cero, 
marcada como T crítica, es lo que se 
conoce como punto crítico. 

Los ejemplos en los tres paneles 
intermedios en la Figura 2 mues-
tran una imagen instantánea del 
estado en que se encontraría cada 
minúscula región del hipotético 
imán, donde con blanco o ne-
gro representamos la orientación 
magnética norte o sur. Como se ve, 
a muy bajas temperaturas casi to-
das coinciden en su orientación, es 
decir, el orden se impone; mientras 
que a muy altas temperaturas es cla-
ro que impera el desorden y hay al-
ternancia de pequeñas regiones ve-
cinas entre si pero de orientaciones 
opuestas. Si bien los patrones espa-
ciales que vemos son distintos, son 
homogéneos a través del sistema. La 
complejidad de estos patrones pue-
de ser evaluada de muchos modos, 
uno de ellos denominado “comple-
jidad algorítmica” lo estima com-

Eventualmente, los pequeños 
agrupamientos iniciales siguen 
captando moléculas, formándose 
gotas de agua, cuando la tempe-
ratura es inferior a los 100 grados 
centígrados. Si la temperatura siguie-
ra bajando las fuerzas atractivas en-
tre moléculas comienzan a jugar un 
papel cada vez más importante fren-
te a la agitación térmica y al llegar a 
0 grados, serán capaces de producir 
estructuras microscópicas regulares, 
originando así la solidificación del 
agua en hielo. Estos dos cambios (de 
condensación o solidificación y vi-
ceversa) se llaman en física cambios 
(o transiciones) de fase. Hasta no 
hace más de un siglo se pensaba que 
estos cambios suponían un reempla-
zo de una cosa por otra, vapor por 
agua y ésta por hielo, pues se consi-
deraba que la materia era continua. 
Esta visión continuó hasta que, en 
los albores del siglo XX, se confir-
mara que la materia era conjuntos 
de átomos y así se pudo advertir 
que los cambios de fase involucran 
a las mismas moléculas cambiando 
su conformación. Es interesante no-
tar que coincidentemente Ramón y 
Cajal rompía también la idea exis-
tente de que el cerebro era un sin-
citio, al identificar histológicamente 
la sinapsis y demostrar entonces la 
naturaleza discreta del sistema ner-
vioso. 

Cambios de fase ocurren en toda 
la materia que nos rodea y su estudio 
se ha sistematizado en las últimas 
décadas en una gran variedad de 
fenómenos colectivos que ocurren 
toda vez que un gran número de 
elementos no lineales interactúan. 
Se sabe, por ejemplo, que las corre-
laciones entre las partes que com-
ponen un sistema obedecen reglas 
estadísticas idénticas, sin importar 
si los elementos constituyentes son 
neuronas, hormigas, granos de are-
na o moléculas de agua. En todos los 
casos la misma teoría explica como 
el sistema se ordena o desordena, 

qué tipos de conductas colectivas 
pueden esperarse, cuán estables o 
inestables serán, cómo se las puede 
perturbar, etc. El hecho de que todos 
estos fenómenos dispares obedez-
can las mismas leyes es lo que se 
conoce en física como “universali-
dad”. 

Aceptar que las mismas leyes 
rigen y explican fenómenos apa-
rentemente muy dispares es un pro-
ceso de generalización no exento 
de dificultades. Basta imaginar a 
Galileo Galilei tratando de persua-
dir a los teólogos que los cuerpos 
celestiales estaban regidos por las 
mismas leyes que una vulgar piedra 
o una efímera pluma. Es obvio que 
protestarían: ¿cómo pretender que 
aquellos majestuosos cuerpos cir-
culando los espacios donde reinan 
los dioses van a seguir las mismas 
reglas que rigen a estos mundanos 
objetos? Hoy se admite con facili-
dad la necesidad de usar las mismas 
leyes para describir las oscilaciones 
de un columpio y las evoluciones de 
planetas en sus órbitas, pero todavía 
sólo una minoría está inclinada a 
aceptar que todas las leyes de la 
física han de imperar, por ejemplo, 
en el mundo de la neurociencia. Eso 
explica la reticencia a admitir que 
las interacciones entre una multitud 
de neuronas puedan desencadenar 
fenomenologías colectivas que cua-
litativamente son equivalentes a las 
que observamos, por ejemplo, como 
producto de la interacción entre 
átomos de un metal. 

 Un ejemplo de compleji-
dad entre el orden y el des-
orden                                              

Para describir el escenario univer-
sal de la complejidad que aparece 
en los cambios de fase tomaremos el 
caso ilustrativo de la magnetización, 
un ejemplo de fenómeno colectivo 
por excelencia. La Figura 2 muestra 
como se comporta un trozo de hie-
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espacial corresponde a una comple-
ja mezcla de desorden y orden. Allí 
impera una gran heterogeneidad: 
vemos “islotes” negros (que indican 

putando la longitud del algoritmo 
necesario para describir ese estado. 
Si el patrón a evaluar es repetitivo 
y homogéneo –como en los casos 

extremos– entonces la complejidad 
será mínima. En cambio, la comple-
jidad es más alta a temperaturas cer-
canas al punto crítico, pues el patrón 

Figura 2: Ejemplo de transición de fase, una de las más frecuentes “fábricas” de complejidad en la natura-
leza. Los dos paneles superiores ilustran el cambio de la magnetización y de la complejidad de un material 
ferromagnético como función de la temperatura. Debajo, se muestran ejemplos de tres estados del sistema: 
ordenado (temperatura baja), desordenado (temperatura alta) y cercano a la temperatura crítica (complejo). 
Los gráficos inferiores ilustran la distribución del tamaño de los “islotes” de igual orientación (es decir, igual 
color), la cual es muy homogénea para temperaturas extremas, pero es libre de escala cercano a criticalidad. 
Los sistemas complejos muestran, en su gran mayoría, este tipo de distribuciones de tamaños de estados, que 
cuando se grafican en doble logaritmo (como en el diagrama inserto) resultan en una línea recta. 
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coincidencia de una orientación) de 
todos los tamaños, que contienen a 
su vez “lagunas” blancas, también 
de todos los tamaños, por lo que su 
complejidad es máxima. 

En ellos se verifica que, al con-
trario de los extremos, cercano al 
punto crítico no existe un tamaño 
preferido para los islotes o las lagu-
nas, por ello se dice que los patro-
nes observados son “libres de esca-
la”. Esta ausencia de escala resulta 
en una función continua (mientras 
que en los extremos existe solo un 
valor preferido) obedeciendo una 
ley de potencias, P(S) ∼ 1/Sβ , donde 
β es el exponente que caracteriza la 
distribución de tamaños S. Este tipo 
de función es distintivo del compor-
tamiento de los sistemas complejos, 
y se lo reconoce fácilmente cuando 
haciendo logaritmos en ambos ejes 
nos queda una línea recta, como se 
ilustra en el panel central inferior de 
la Figura 2. 

La complejidad puede también 
estimarse en las fluctuaciones en el 
dominio del tiempo. Si midiésemos 
la magnetización como función del 
tiempo veríamos que en ambos ex-
tremos de temperatura las fluctua-
ciones son mínimas, mientras que 
cercanos al punto crítico es típico 
observar que episodios de quietud 
pueden ser interrumpidos de tanto 
en tanto por grandes variaciones, las 
que nunca se detienen. Como el lec-
tor debe haber ya adivinado, las va-
riaciones de la magnetización en el 
tiempo son también “libres de esca-
la”, un reflejo de que en los sistemas 
complejos la dinámica espacial y la 
temporal son dos caras de la misma 
moneda. 

El principio de universalidad 
que estamos comentando sugie-
re que el modo en que la comple-
jidad emerge en el ejemplo de la 
magnetización del hierro será visto 
también en cambios de fase de sis-

temas muy dispares entre sí, como 
ser una bandada de pájaros, un con-
junto de neuronas, una sociedad de 
agentes de bolsa comprando y ven-
diendo, etc. Veremos ahora que la 
dinámica cerebral, tema central de 
este ensayo, es regida también por 
estas propiedades universales. 

 La complejidad es siempre 
crítica                                               

Los párrafos anteriores resumen 
una de las lecciones de la física 
estadística: complejidad y criticali-
dad son casi sinónimos. En particu-
lar, la dinámica de un sistema com-
plejo parece ser la de un sistema 
cuando se acerca a un punto crítico 
de transición de fase orden-desor-
den. Permita el lector que por con-
veniencia ignoremos por el momen-
to cómo “se las arregla” un sistema 
dado para alcanzar la criticalidad. 
Lo cierto es que cerca de ese punto 
se comienzan a observar patrones 
que exhiben una mezcla de orden 
y desorden: ni todos los elementos 
microscópicos del sistema hacen 
lo mismo, ni cada uno se compor-
ta aleatoriamente. De esta manera, 
aumenta el “repertorio” de patrones 
que el sistema es capaz de exhibir. 

Esta combinación de tendencias 
colectivas de orden y desorden es 
fundamental para la adaptabilidad 
del colectivo: necesita de una cier-
ta regularidad para funcionar, pero 
también debe ser flexible y varia-
ble para adaptarse a cambios en su 
ambiente. Pensemos en el caso del 
cerebro: si todas las neuronas se 
comportaran de pronto de la misma 
manera, estaríamos presenciando 
un ataque epiléptico. En el otro ex-
tremo, si cada neurona se compor-
tara aleatoriamente, no habría inter-
cambio de información ni el mínimo 
consenso. En ambos casos, de extre-
mo orden o extremo desorden, es 
inconcebible que el cerebro le sea 
útil a un organismo para obtener co-

mida, defenderse de los predadores 
o aparearse; el trío fundamental re-
querido para la supervivencia de las 
especies. En cambio, cerca del punto 
crítico el cerebro dispone del mayor 
repertorio de neuronas excitadas o 
apagadas con el que pueda producir 
las más diversas conductas, o emo-
ciones o el fenómeno macroscópico 
que se quiera considerar. Así mismo, 
debido al hecho que en criticali-
dad el sistema es muy susceptible 
a perturbaciones, un cerebro crítico 
le permitiría al individuo explorar 
rápidamente opciones frente a cam-
bios inesperados del ambiente. 

 La complejidad cerebral 
es crítica                                        

Hemos explorado desde hace un 
tiempo la idea que la complejidad 
del funcionamiento del cerebro esté 
asociada a la existencia de cambios 
de fase y dinámica crítica, comen-
zando con los trabajos iniciales en 
los 90’s en colaboración con el desa-
parecido físico danés Per Bak, quien 
primero propusiera mirar al cerebro 
desde esta óptica (Bak, 1996). Un 
impulso significativo lo dieron, en 
2003, los experimentos de Beggs y 
Plenz (2003) al proveer las primeras 
evidencias claras de dinámica crítica 
en el cerebro. Ellos describieron, en 
cultivos de neuronas, un fenómeno 
que denominaron “avalanchas neu-
ronales”, un patrón espacial de 
activación eléctrica de la corteza ce-
rebral en las que cascadas de activi-
dad se propagan por todo el sistema. 
Estos investigadores hicieron uso de 
una preparación experimental que 
les permitía seguir la propagación 
de estos eventos mediante una grilla 
de electrodos, que se activaban toda 
vez que neuronas en su vecindad 
se activaban (Figura 3A). Cuando 
estudiaron la distribución de los 
tamaños de estas cascadas, no en-
contraron tamaños preferidos sino 
que demostraron ser, como en el 
ejemplo del magnetismo, libres de 
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escala. Es decir, cuando se grafican 
estas avalanchas en ejes de doble 
logaritmo (ver Figura 3B) se delinea 
una función que sigue una línea rec-
ta, tal como lo viéramos para el caso 
de la transición ferromagnética. Este 
hallazgo, y sus posteriores repli-
caciones en diversas condiciones, 
despertó mucho interés e impulsó la 
investigación sobre el tema. 

Por razones de espacio, aquí solo 
nos referiremos a los experimentos 
en humanos utilizando técnicas de 
neuroimágenes, en los que hemos 
participado de manera más activa. 
Estas técnicas de registro usan la re-
sonancia magnética funcional (fMRI 
por sus siglas en inglés), que mide 

la actividad cerebral de manera in-
directa al detectar cambios en la 
oxigenación sanguínea, lo que está 
asociado al consumo metabólico 
producido por las neuronas que se 
encuentran activas. Con esta técnica 
se obtiene, en cada segundo de re-
gistro, una imagen de todo el cere-
bro, parcelada en miles de cubos de 
unos pocos milímetros denominados 
voxeles. De esta manera, los datos 
finales representan la actividad neu-
ronal a través del tiempo de miles de 
minúsculas regiones cerebrales. 

Utilizando estos datos hemos ex-
plorado como el cerebro se acerca y 
se aleja del punto crítico, aún en un 
estado en que el cerebro “no hace 

nada”. Se podrá el lector preguntar 
qué podríamos aprender observando 
un cerebro al que no se le “hace ha-
cer algo”? Bien, la respuesta está en 
un resultado clásico de la física: el 
teorema de fluctuación-disipación. 
El mismo predice que en sistemas 
complejos la varianza de las fluc-
tuaciones espontáneas –que el ce-
rebro las tiene y en abundancia– es 
proporcional a la respuesta que 
obtendríamos si lo perturbásemos 
(“hacerle hacer algo”). Confiados en 
ello, hemos investigado estas fluctua-
ciones usando una transformación 
sencilla que estudiáramos con Enzo 
Tagliazucchi en su trabajo de licen-
ciatura. Para ello, se escogen los 
momentos en que la señal de los 

Figura 3:  Las avalanchas de actividad neuronal son críticas (y complejas): Panel A: Las avalanchas son salvas 
de descargas neuronales (en el panel superior ilustradas con puntos en alguno de los 64 electrodos dispues-
tos en una grilla de 8x8) separadas por periodos de quietud, con duración y tamaño muy variable. En este 
ejemplo la avalancha persiste por 12 ms. y recorre un total de 38 electrodos (número que define su tamaño), 
como lo muestra la secuencia en los tres paneles inferiores. En ellos están dibujados la localización de 
aquellos electrodos que en ese paso de tiempo han censado actividad. Panel B: La distribución del tamaño 
de las avalanchas sigue una ley de potencias (línea punteada), es decir, libre de escala. Se grafica la proba-
bilidad relativa de que ocurra una avalancha de un dado tamaño. Observar avalanchas aún mayores sólo es 
limitado por el tamaño del sistema, como lo demuestran los tres ejemplos que registran en sistemas de 15, 
30 o 60 regiones. Redibujado de Beggs y Plenz (2003). 
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registros de resonancia magnética 
funcional supera un umbral dado. 
Esta transformación genera entonces 
un nuevo tipo de señal, a la que se 
refiere como “proceso de puntos”. A 
pesar de ser una simplificación ex-
trema, ésta no viene acompañada 
de pérdida de información y a su 
vez permite, como veremos, se-
guir en forma continua y con gran 
fidelidad la actividad cerebral. 
Con esta técnica se logra describir 
la dinámica cerebral siguiendo la 

evolución de estos puntos en tiempo 
y espacio, como si fuesen estrellas 
en el cielo. En analogía, podemos 
mirar si hay “constelaciones”, dónde 
están, cuántas son, qué tamaño tie-
nen, cómo se mueven, cuáles son 
sus propiedades estadísticas, etc. 

A pesar de su extrema 
simplificación, este tipo de análisis 
revela una serie de resultados muy 
interesantes, los que son resumidos 
en la Figura 4 y que ahora pasamos 

a describir. A cada paso de tiempo 
se cuenta el número total de pun-
tos (es decir sitios cerebrales activa-
dos), lo que fielmente representa el 
grado de actividad cerebral en ese 
momento. También se determina la 
localización espacial de cada uno 
de los puntos y se los agrupa con 
los que resultan ser vecinos, como 
si fuesen racimos. Cuando se anali-
zaron estos datos se observó que el 
número y el tamaño de los racimos, 
cambia constantemente con el tiem-

Figura 4:  La actividad cerebral registrada con resonancia magnética funcional fluctúa alrededor de una 
transición de fase, la mayoría del tiempo en un estado cercano a criticalidad. Panel A: Número de raci-
mos (eje vertical) en función del nivel de actividad. La línea vertical punteada denota el máximo. Panel B: 
Parámetro de orden (promedio indicado con círculos vacíos conectados con línea roja continua y la nube de 
puntos en símbolos verdes) y su varianza (cuadrados y línea continua negra) en función también del nivel de 
actividad. Los círculos llenos (cuyo máximo se corresponde con el de los datos en el panel A) corresponden 
con la frecuencia en que se observa un dado nivel de actividad. Panel C: Representación logarítmica de la 
probabilidad de observar cada tamaño de racimo, indicando invariancia de escala. Redibujado de Marro y 
Chialvo (2017). 
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po. Aún así, a pesar de estas fluc-
tuaciones surge un patrón dinámico 
reconocible. Para verlo hay que di-
bujar, como se ilustra en el panel A 
de la Figura 4, el número de agru-
pamientos en función del número 
de sitios activados. La imagen resul-
tante sugiere que durante las fluc-
tuaciones espontáneas de actividad 
existe una proporción relativamente 
intermedia de sitios activos en el ce-
rebro, con un máximo número de 
agrupamientos posibles (y un nota-
ble máximo en su variabilidad). Este 
sencillo análisis parece ser ya capaz 
de sugerir un cambio de fase en la 
actividad cerebral. 

Para hacer más cuantitativas 
estas consideraciones, y compa-
rarlas con otros sistemas, primero 
se calcula a partir de los datos un 
parámetro de orden, equivalente a 
la magnetización comentada para 
el ejemplo en la Figura 2. Aquí se 
lo define (en cada instante) como el 
tamaño del racimo más grande. A su 
vez el nivel de actividad, ya defini-
do, se puede considerar como un 
parámetro de control (equivalente a 
la temperatura en la Figura 2). Ahora, 
dibujando el parámetro de orden en 
función del parámetro de control 
surge la curva sigmoidea en el panel 
B, la cual sugiere la existencia de un 
cambio de fase al incrementarse la 
actividad. Confirmando este indicio, 
la varianza del parámetro de orden 
muestra un máximo que localiza esa 
posible transición. Recordemos que 
en criticalidad existe siempre la ma-
yor variabilidad. 

Dado que el nivel de actividad 
fluctúa tres órdenes de magnitud, 
corresponde preguntarse con qué 
frecuencia el cerebro está cerca de 
criticalidad. Esto se hace midiendo 
la frecuencia con la que el sistema 
se encuentra en cada nivel de activi-
dad. Lo que se encuentra es que, en 
efecto, el cerebro pasa relativamen-
te más tiempo (ver círculos llenos en 

Figura 4B) alrededor de una zona 
de transición de actividad modera-
da que en los extremos de baja o 
alta actividad. Por último, el gráfico 
de la Figura 4C demuestra que la 
estadística del tamaño de los raci-
mos de actividad sigue una ley de 
potencias, la que es característica de 
criticalidad, como ya comentásemos 
para el ejemplo de magnetismo. 

El comportamiento de la curva 
con forma de campana en la Figura 
4A es también muy familiar en 
física, siendo otra manifestación de 
universalidad. En estudios de tráfico 
vehicular, esta forma funcional (allí 
conocido como “diagrama funda-
mental”) se observa cuando uno re-
presenta el flujo de vehículos pasan-
do por un sitio control en función de 
la densidad de vehículos ocupando 
un tramo de la carretera. Es típico 
que para densidades relativamente 
bajas, este flujo crezca proporcio-
nalmente con la densidad; es decir 
cuantos más vehículos hay mayor 
el flujo a través de un punto de la 
carretera. Pero para densidades más 
altas el flujo decrece, al superarse el 
máximo crítico que permite la vía, 
punto en el que ocurren los odiosos 
embotellamientos. Tal como lo ve-
mos en el cerebro, es típico también 
que la variabilidad del tránsito tenga 
un máximo cercano al punto crítico, 
es decir el tiempo que lleva hacer el 
mismo recorrido, cuando la densi-
dad es crítica, es altamente variable. 

Las curvas de la Figura 4 A y B 
muestran entonces cómo el cerebro 
espontáneamente parece fluctuar 
entre dos situaciones asociadas, 
en un extremo, con poca activi-
dad (donde solo hay unos pocos y 
pequeños racimos o agrupamientos 
de sitios simultáneamente activos –
como un cielo despejado con unas 
pocas nubes pequeñas–) y, en el 
otro extremo, con mucha actividad 
(donde el racimo es enorme –como 
cuando el cielo está encapotado–). 

Recientes experimentos realizados 
por Robert Leech y colegas (2014) 
en el Imperial College de Londres 
han replicado fielmente estos resul-
tados en animales, sugiriendo que el 
fenómeno es robusto. 

Otro aspecto de la función ce-
rebral que propusiéramos estudiar 
con estas mismas ideas es la con-
ciencia, ese algo que desaparece en 
el sueño profundo (cuando al des-
pertar no podemos reportar dónde 
estábamos) y que reaparece en la vi-
gilia. Giulio Tononi es quien más ha 
trabajado en cuantificar este aspecto 
subjetivo (y único) de la conciencia 
humana, a través de ingeniosos ex-
perimentos y argumentos teóricos 
(Tononi y cols., 2016). Sin dejar de 
admitir que ella existe sólo en “pri-
mera persona” su argumento teórico 
central establece que la conciencia 
es un estado en donde la capaci-
dad de simultáneamente integrar y 
segregar información es máxima. 
La simultaneidad de estas propie-
dades opuestas aparece como una 
contradicción, sin embargo esta co-
existencia es necesaria para explicar 
las propiedades más fundamentales 
de la experiencia consciente. 

En su formulación original Tononi 
visualiza las interacciones en el ce-
rebro en tres fases o estados, uno 
muy segregado, otro muy integrado 
y el intermedio, que contendría una 
mezcla de segregación e integración 
correspondiente al estado natural 
de la conciencia (ver Figura 5A). 
Se puede apreciar una clara simili-
tud de los extremos de segregación 
o integración con los estados ga-
seoso y sólido respectivamente que 
comentáramos al inicio. Así mismo 
se advierte que el estado crítico, 
intermedio a estos extremos, reúne 
las condiciones adscritas por Tononi 
para el estado consciente. 

La teoría de Tononi, conoci-
da como Teoría de Información 



13La complejidad del cerebro, el delicado y robusto balance entre orden y anarquía

Integrada (o “IIT” su sigla del inglés 
por “Integrated Information Theory”) 
no abre juicio con respecto a de qué 
modo se lograría tal coexistencia; 
en otras palabras no propone un 
mecanismo neuronal que lleve al 
cerebro a poseer tales propiedades. 
Hemos propuesto hace tiempo que 
la solución al problema de obtener 
diferentes fases no reside en cambiar 
las interacciones sino en interpretar-
lo como un cambio en las correla-
ciones, tal como ocurre en los cam-
bios de fase. Según esta noción, la 
estructura de las conectividades del 
cerebro, es decir las interacciones, 
puede ser inmutable, podría entrar (y 
salir) del estado consciente ajustan-
do un solo parámetro, en analogía 
con la temperatura en el ejemplo 
del agua o del ferromagnetismo. El 
panel B de la Figura 5 ilustra, desde 
nuestra perspectiva, la correspon-
dencia del estado consciente con el 
estado crítico. 

 Otras direcciones 

Los resultados de esta línea de tra-

bajos aclaran cual es la dinámica es-
paciotemporal del cerebro, es decir 
como se mueve la actividad eléctrica 
por toda la extensión del cerebro, 
aún cuando éste no haga nada. La 
universalidad que comentásemos, 
nos permite cruzar fronteras y por 
ello, una analogía burda que sole-
mos hacer es describir estos estudios 
como de “meteorología cerebral”. 
En ese sentido, un eufemismo que 
nos permitimos es decir que el co-
nocer los patrones de clima cere-
bral en condiciones saludables nos 
permitirá entender cómo se produ-
cen las tormentas patológicas, las 
sequias, etc., y en suma cómo pro-
ceder si quisiésemos recuperar un 
clima cerebral saludable. 

Los resultados fundamenta-
les usualmente originan más nue-
vas preguntas que respuestas. En 
este sentido, además del estudio 
del cerebro sano bajo la óptica de 
la física estadística, recientemen-
te hemos investigado la integridad 
cerebral en diversas condiciones 
fisiopatológicas. Por ejemplo, en los 

trabajos más recientes estudiando 
registros de resonancia magnética 
funcional en voluntarios humanos 
hemos mostrado que los diferentes 
grados de conciencia son análogos a 
los cambios cualitativos observados 
en las transiciones de fase ya discu-
tidas aquí. Desde esa perspectiva, el 
estado de vigilancia correspondería 
al estado crítico, mientras que el 
sueño profundo o la pérdida de la 
conciencia debido a anestesia ge-
neral son consistentes con un es-
tado subcrítico. Por otro lado, he-
mos propuesto que las alteraciones 
de la conciencia producida por 
alucinógenos corresponderían a un 
estado supercrítico si se considera 
que la entropía de estados se ve in-
crementada. 

Una mención especial debe 
hacerse al modelado matemático 
de estos resultados, algo que Ariel 
Haimovici estudiara con nosotros 
en su trabajo de doctorado. Para ello 
se construyó un modelo usando da-
tos de la conectividad entre regiones 
del cerebro (obtenidas del llama-

Cuadro 1: ¿Universal y complejo o diseñado y complicado? ¿Qué tienen en común una bandada de 
pájaros, un conjunto de neuronas, una sociedad de agentes de bolsa comprando y vendiendo, o moléculas 
de agua interaccionando entre sí?: comparten las mismas propiedades que los definen como sistemas com-
plejos. Todos los sistemas complejos poseen tres propiedades comunes: (1) están compuesto por un número 
muy grande de partes o elementos, (2) que interactúan entre sí, y (3) cada uno de ellos obedece o reacciona a 
reglas no lineales. De estas condiciones emergen, usualmente, conductas colectivas inesperadas: la concien-
cia, de la interacción de millones de neuronas; el mercado financiero, de la interacción de muchos agentes 
de bolsa; el vuelo coordinado, de enormes bandadas de pájaros, etc. Inesperadas porque el comportamiento 
detallado de un sistema complejo no puede ser anticipado a partir del conocimiento detallado de los elemen-
tos constituyentes aislados. No existe nada en una molécula de agua que prediga la existencia del vapor, por 
ejemplo. Sin embargo, todos estos fenómenos emergentes, aún difiriendo en su forma de expresión, poseen 
propiedades estadísticas idénticas o, en otras palabras, universales. 

Los sistemas complejos podrán confundirse con aquellos que sólo lo son en apariencia. Estos últimos, 
a los que llamaremos complicados, también se componen de muchos elementos, pero en general son ma-
nufacturados y obviamente solo actúan dentro del plan creado por su diseñador, como es el caso de un 
automóvil o un televisor. De esta manera, si bien son el resultado de una intrincada conexión de piezas y 
cables, nada “emerge” espontáneamente de la interacción de sus elementos, sino que su funcionamiento está 
perfectamente definido ya en su construcción. Tampoco poseen reglas universales: entender las reglas que 
rigen el funcionamiento de un televisor no nos sirve para comprender el funcionamiento de un automóvil. 

La universalidad exhibida por los sistemas complejos no es algo menor: permite que lo aprendido acerca 
de un fenómeno emergente en un sistema dado ayude a comprender fenómenos presentes en otras discipli-
nas, aún muy diferentes. 
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do proyecto Human Connectome 
http://www.humanconnectomepro-
ject.org) e introduciendo una re-
gla dinámica no-lineal muy simple 
simulando la dinámica neuronal. 
Sus resultados demostraron que se 
puede replicar la totalidad de la 
dinámica cerebral observada expe-
rimentalmente, solo con sintonizar 
el modelo a una región cercana al 
punto crítico. Estos resultados abren 
la fascinante posibilidad de cons-
truir y explorar cerebros computa-
cionales “virtuales”, sólidamente 
basados en datos experimentales, 
donde explorar las consecuencias 
de lesiones, alteraciones, cirugías de 
resección, etc. 

En este ensayo hemos queri-
do persuadir al lector que algunas 
ideas de la física estadística pueden 
proveer de una vista novedosa, di-
ferente y provechosa al estudio del 
cerebro. Hay razones para ser op-
timista, ya que la idea parece estar 
madurando, a juzgar por el impacto 
que reciben los reportes científicos 
usando estas ideas, por la aparición 
de libros que condensan los resul-
tados de diferentes laboratorios, y 
por el creciente número de reunio-
nes científicas dedicadas al tema. A 
pesar de que una “teoría del cere-
bro” está aún extremadamente lejos, 
creemos que este traspasamiento 
de métodos sofisticados de la física 

estadística hacia las ciencias del ce-
rebro está moviendo la disciplina en 
esa dirección. 
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